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City’s 1.11 shows they have let in 11% more goals than 
average.

We also need two other pieces of information: the 
average number of goals scored per match by a home 
team up till now and the average number scored by an 
away team. Home teams had scored, on average, 1.40 
goals per match; for away teams the fi gure was 1.08. 
Home teams clearly do better.

Now suppose we want to predict the result of Hull 
versus Man U. We start by estimating how many goals 
Hull will score. Th ey are playing at home, so if they 
were an average team in an average match we expect 
them to score 1.40. But this is not an average team; 
over the season they have scored only 85% of the av-
erage number of goals, and so their “attack strength” is 
0.85. Multiplying up we get 1.40 × 0.85 = 1.19 as the 
number of goals we might expect them to score against 
an average team. But their opposition is not average ei-
ther: Man U’s defence weakness is 0.52, since they have 
conceded only 52% of the average. So we get a total of 
1.40 × 0.85 × 0.52 = 0.62 expected goals by Hull, which 
does not look too good for their supporters. 

For Man U, their baseline is 1.08, the aver-
age number of goals scored by an away team. But by 

One match to go!

On May 23rd, 2009, the 20 teams in the English Premier 
League each had one match left to play. West Brom wich 
Albion (West Brom) were at the bottom of the league 
with 31 points and Manchester United (Man U) were 
at the top with 87. Th e bottom three teams would be 
relegated: West Brom were certain to be one of them, 
but there were four other teams trying to avoid the other 
two places. Man U were certain to end up the top team 
and so were not expected to play their strongest team in 
their away match against Hull City. Hull, though, were 
one of the teams up for relegation and so had everything 
to play for.

BBC Radio 4’s More or Less is more or less the 
only series on British national broadcasting that deals 
with numbers in a serious way. Its producers had heard 
of the work that we had been doing on modelling Eu-
ropean football results, and they asked us to produce 
predictions for these fi nal ten matches using a statisti-
cal method that could be explained, to non-specialist 
listeners, on the radio. Th is was quite a tricky challenge. 
Prediction itself is easy. Predicting accurately is the hard 
bit. In this case we knew that our predictions would be 
announced on the radio before the matches and then 
afterwards compared with what really happened and 
how well other pundits did. Our reputations would be 
on the line; and so, to an extent, would be the reputa-
tion of statistics.

Complex statistical models are used extensively 
in the sports betting industry, but we wanted a fairly 
straightforward model that could be explained using 
familiar concepts derived from the raw data. We found 
that using some basic theory we could quite easily pro-
duce a reasonable probability for all the possible results 
of a game, although then we used a slightly more sophis-
ticated analysis for our actual probabilistic predictions.

We can start by looking at the state of the league 
on May 22nd, 2009, with goals for and goals against (see 
Table 1).

Th e average number of goals scored by the teams in 
the season so far, and therefore also the average number 
of goals conceded, was 46. If we divide the number of 
goals scored by 46, we get a measure of “attack strength”, 
so Arsenal’s 1.39 shows they have scored 39% more goals 
than average. If we divide the number of goals conceded 
by 46 we get a measure of “defence weakness”, so Stoke 

Can statistics really predict the results of Premier League football 
matches? David Spiegelhalter and Yin-Lam Ng put their skills to 
the test, and their reputations on the line—and scored!

The crucial match: Hull City vs Manchester United. Photo courtesy Hull City AFC 2009. Not to be 
reproduced without permission



152 december2009

the time we adjust this for Man U’s attack 
strength and Hull’s defence weakness, we get 
1.08 × 1.46 × 1.37 = 2.16 expected goals in 
the match against Hull.

But, just as nobody has 2.4 children, no-
body scores 2.16 goals—this is only an expect-
ed value, the average if the match were played 
again and again, heaven forbid. But we can use 
the Poisson distribution to distribute 100% 
of probability across the possible number of 
goals, which gives the probability distributions 
shown in Table 2.

So, if the next match follows past per-
formance, there is a 54% probability that Hull 
will not score at all, and 63% (100 – 25 – 12) 
probability Man U will get at least two goals, 
even though they are playing away.

To get the probability of an actual fi nal 
score we might assume the goals scored by each 

team are independent, in the sense that if we 
knew how many Man U scored it would not 
give us any additional information about Hull’s 
performance. Th is is a strong assumption and we 
will come back to it in a moment, but it means 
that to fi nd, for example, the probability of a 
0–2 result, which is the most likely outcome, we 
multiply 54% by 27% to get 15%—so even the 
most likely result is still not very likely.

Th is independent Poisson model was 
developed by Maher1, who also investigated 
a model that allows for correlation between 
teams’ results. Versions of such bivariate 
Poisson distributions have been used by, for 
example, Dixon and Coles2 and Karlis and Nt-
zoufras3. Estimating probabilities allowing for 
correlations is more complicated and requires 
special software: we used the bivpois function 
in R provided by Karlis and Ntzoufras4.

We have fi tted models to all major league 
results in Europe over the last 15 years, and the 
predictions here are based on the best model 
found, which had a single parameter that al-
lowed for matches to have a small tendency to 
be either high or low scoring, which we might 
call a “pitch eff ect”. 

Th ese statistical models are very simplis-
tic in that they assume that past performance 
throughout the season predicts future results 
and they do not take into account recent factors. 
For example, Hull City were trying to avoid rel-
egation, Man U were conserving their strength 
having already topped the league and so it could 
be argued that Hull City stood a much better 
chance of winning than the 9% we had given 
them—some people obviously thought so, as 
the odds off ered by the bookies were more like 2 
to 1 against, i.e. a 33% chance of Hull winning.

Table 3 shows the three most likely re-
sults for each match according to the statistical 
model—the actual results are shown in bold 
and in the fi nal column.

Note that the highest probability is 20%, 
and for most matches there is only around 40% 
chance that any of these three “most-likely” spe-
cifi c scores occur. So it is rather misleading to 
treat the “most-likely” results as predictions—
all this model does is to produce (what we 
hope are) reasonable probabilities. If we add 
up the probabilities for all the score combina-
tions that lead to a win, draw or lose we get the 
probabilities shown in Table 4. Some of these 
become quite high, for example, the 72% prob-
ability of a home win in the Arsenal–Stoke 
match, but even these could not be considered 
as fi rm predictions. Th e Fulham–Everton 
match was very fi nely balanced with the three 
possible outcomes almost equally likely.

Th e “most likely” results were read out on 
the More or Less broadcast on May 22nd, 2009, 
and, somewhat to our consternation, were 
reported as defi nite predictions without any 
qualifying probabilities. Th ey were also given 
on the BBC website (http://news.bbc.
co.uk/1/hi/programmes/more_or_
less/8062277.stm), this time with 
probabilities (although we mistakenly said the 
Fulham–Everton most-likely 0–0 prediction 
had probability 10% whereas we should have 
said 19%, and Liverpool–Tottenham’s most-
likely prediction was given probability 10% 
instead of 16%).

So what happened? Th e day of the 
matches was nerve-wracking, but when the 
results were announced we were very relieved 
to fi nd that using the “best predictions”, we 
got 9 out of 10 correct, in terms of win, draw 
or lose, plus two exact scores. Th is was par-

Table 1. State of the Premier League before fi nal matches played on May 24th, 2009

Team Points Goals for Attack 
strength

Goals 
against

Defence 
weakness

Manchester United 87 67 1.46 24 0.52
Liverpool 83 74 1.61 26 0.57
Chelsea 80 65 1.41 22 0.48
Arsenal 69 64 1.39 36 0.78
Everton 60 53 1.15 37 0.80
Aston Villa 59 53 1.15 48 1.04
Fulham 53 39 0.85 32 0.70
Tottenham 51 44 0.96 42 0.91
West Ham 48 40 0.87 44 0.96
Manchester City 47 57 1.24 50 1.09
Stoke 45 37 0.80 51 1.11
Wigan 42 33 0.72 45 0.98
Bolton 41 41 0.89 52 1.13
Portsmouth 41 38 0.83 56 1.22
Blackburn 40 40 0.87 60 1.3
Sunderland 36 32 0.70 51 1.11
Hull 35 39 0.85 63 1.37
Newcastle 34 40 0.87 58 1.26
Middlesbrough 32 27 0.59 55 1.20
West Brom 31 36 0.78 67 1.46

‘Attack strength’ = ‘goals for’/46, where 46 is the average number of goals scored by a team.  
Similarly ‘Defence weakness’ = ‘goals against’/46.  370 games have been played with 919 goals: 518 
scored by home teams (average 1.40 per game); 401 by away teams (average 1.08 per game)

Table 2. Expected number of goals, and percentage chance of getting a particular score for the two teams, 
assuming a Poisson distribution

Team Expected 
goals

% chance of achieving the following scores:
0 1 2 3 4 5

Hull City 0.62 54 33 10 2 0 0
Manchester United 2.16 12 25 27 19 10 5
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ticularly gratifying as Mark Lawrenson, the 
offi  cial BBC football expert, only got seven 
correct results and only one exact score.

Th is was a very good result for statistics! 
But perhaps a bit lucky—in particular it is very 
diffi  cult to predict draws and it was rather for-
tunate that the “most-likely” 1–1 Blackburn–
West Brom predicted score turned out in fact 
to be a 0–0 draw, since a draw was not the most 
likely outcome. One possible advantage of the 
statistical method is that it is not infl uenced 
by emotion—for example in the Hull–Man U 
match, Hull had been considered as having a 
reasonable chance of a win, but we fi rmly went 
for a Man U win and were proved correct—
this cool-headed statistical approach is helped 
by the fact the neither of us support a team 
or even know much about football. In terms 
of the exact scores, the Sunderland–Chelsea 
2–3 result was the most “surprising”, having 
been given a probability of just over 1%.

Our results were only judged by the 
BBC in terms of the “most likely” prediction, 

but a more subtle analysis would evaluate the 
quality of the whole probability distributions 
provided for each match. For example, add-
ing up the columns of Table 4 reveals that we 
expected 4.7 home wins, 2.4 draws and 2.9 
away wins and in fact there were 6, 1 and 3 
respectively, which is only one draw away from 
almost perfect calibration! We can also use a 
“Brier scoring rule”, developed in the fi eld of 
weather forecasting, to check how accurate 
our probability distributions were. Th is is a 
penalty measured by the squared distance be-
tween the probability vector and the outcome 
and is conveniently expressed as 

Brier = 1 + p2(home) + p2(draw) 
+ p2(away) – 2p(actual outcome)

Th ese are shown in Table 4: a Brier = 0 
corresponds to a perfect prediction and Brier 
= 2 to a useless prediction that put 100% prob-
ability on an outcome that did not occur.

Th e total Brier penalty was 3.5. If we had 
used a uniform (0.33, 0.33, 0.33) prediction 

for all matches the total Brier penalty would 
have been 6.7—about double the penalty 
acheived. A more sensible “default” prediction 
would have been (0.45, 0.26, 0.29) since these 
are the proportions of home wins, draws and 
away wins throughout the season: this would 
have given a Brier penalty of 5.9. So our model 
has allowed us to reduce our penalty by 40% 
compared with a “no-skill” prediction. We can 
also check whether our observed Brier penalty 
of 3.5 is around what we would have expected 
were our assessed probabilities the “true” 
chances of the outcomes: the Z-statistic for 
testing this null hypothesis is –1.56, suggest-
ing that our Brier penalty was slightly less than 
we would have reasonably expected it to be, 
confi rming our impression that we were lucky, 
although it could be interpreted as our being 
a little too cautious and that our probabilities 
could have been closer to 0 or 1.

Th ese types of models have been refi ned 
over the years and are now used by bookies and 
sports betting companies, who employ experi-
enced statisticians and make use of the latest 
computational methods: in particular it is nat-
ural to allow for a team’s abilities to change over 
the season, and so “discount” historical evidence 
to allow recent performance to dominate. And, 
not surprisingly, they don’t tell anyone exactly 
what they do! One thing you can bet on—sim-
ple models like those above will be unlikely to 
out-perform the odds being off ered by bookies, 
so we said that people should not use them to 
spot good bets. We have heard that some people 
did make money from our predictions, and we 
have since been approached by people wanting 
to work with us on sports modelling, but we are 
not likely to take this up as a sideline—it could 
be much too engrossing. 
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Table 3. The three most likely fi nal scores for each match, with actual results shown in bold and in the fi nal 
column

Home Away Most likely 
result

Second 
most likely 

result

Third most 
likely 
result

Actual 
result

Arsenal Stoke 2–0 (14%) 1–0 (13%) 2–1 (9%) 4–1
Aston Villa Newcastle 1–0 (10%) 2–0 (10%) 2–1 (10%) 1–0
Blackburn West Brom 1–1 (10%) 2–0 (10%) 2–1 (10%) 0–0
Fulham Everton 0–0 (19%) 1–0 (16%) 0–1 (14%) 0–2
Hull Mancheser United 0–2 (14%) 0–1 (14%) 1–2 (9%) 0–1
Liverpool Tottenham 1–0 (16%) 2–0 (15%) 3–0 (10%) 3–1
Manchester City Bolton 2–1 (10%) 1–1 (10%) 1–0 (10%) 1–0
Sunderland Chelsea 0–1 (20%) 0–2 (15%) 0–0 (13%) 2–3
West Ham Middlesbrough 1–0 (19%) 0–0 (14%) 2–0 (13%) 2–1
Wigan Portsmouth 1–0 (16%) 0–0 (14%) 1–1 (13%) 1–0

Table 4. The assessed probabilities for the 10 matches, with the actual results in bold: the Brier score is an 
overall assessment of the accuracy of the probability distribution: high scores indicate poor predictions

Home Away Percent probability of Brier penalty

Home win Draw Away win

Arsenal Stoke 72 19 10 0.12
Aston Villa Newcastle 62 21 17 0.22
Blackburn West Brom 54 23 23 0.94
Fulham Everton 35 35 30 0.74
Hull Manchester United 9 19 72 0.12
Liverpool Tottenham 72 20 9 0.13
Manchester City Bolton 59 22 19 0.25
Sunderland Chelsea 10 25 65 0.20
West Ham Middlesbrough 57 28 15 0.29
Wigan Portsmouth 44 32 25 0.48


